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user,41 and that growth in mobile bandwidth slows to match the

growth rate in fixed after five years, fixed service will account
for 73% of traftic across the modeled period. Based on lhese
assumptions for traffic allocation, the model allocates 73% of
cost to fixed traffic. In other words. the model assumes that
mobile carriers can allocate 27% of the build out and opera
tions costto mohile products, reducing the cost ofprovidi'1g
fixed service. If the costs were even ly divided such that :;0% of
the cost is allocated to fIxed anti 50% to mobile, the Investment
Gap for wireless would decrease to $10.8 billion. If 100% of the
cost were allocated to fixed, the Investment Gap for wireless

would increase to $15.8 billion.
Offsetting these cost savings is the fact that existing opera

tors may not have significant incremental mobile revenue. The
assumption in the model is that there is no incremental mobile

revenue within the assumed 4G footprints as defined above
(i.e., the carrier does not gain new mobile revenue by building
outa network capable of providing 4/1 Mbps fixed Rervice). In
other words, the model (conservatively) assumes that a wire
less carrier will not increase its share of mobile revenue by

adding fLXed service.
Outside the assumed 4G footprint, there is no allocation is

sue: all revenue (fixed and mobile) and all costs are incremental
in these areas. The model calculations, therefore, include both
fixed and mobile revenue, and 100% of the cost of building and

operating the network in those areas outside the 4G footprint.
If one does not allocate some fraction of cost to mobile traf

fic-if, in other wonls, one requires the fixed network to provide

Exhibit 3-Z:

Sensitivity of

Build-Out Cost

and Investment

Gap to Terrain

Classification
Parameters ,.

returns without the benefit of mobile revenue-the Investment
Gap for wireless grows to $16.5 billion. On the other hand, the
overall Investment Gap, which is set by the second-least-expen
sive technology, moves very little, tu $25.6 billion.

A new entrant would not have the same starting point. All
revenue and all cost would be incremental for a new operator.
Hm.vever, within the4G footprint, a new operator would face
competition in hoth fixed and mobile markets-anti would,
therefore, have lower take rate and/or ARPU (as noted above).

Outside the 4G footprint, the Investment Gap calculation
is relatively straightforward. Whoever provides broadband

service will need to assume all deployment costs and will
benefit from both fixed and mobile revenues-though carriers
are likely to face some amount of (at least 2G) competition for

mobile revenueY Inside the 4G footprint, the gap calculation
is more complex. For a major wireless company, likely to build
out some amount of 4G commercially, the calculation needs
to focus on incremental revenue-revenue for fixed service;'J
and incremental cost-the cost for upgrading to offer 4 :Mbps
downstream, 1 Mbps upstream service.

Assumption: Disbursements will be taxed as regular
income just as current USF disbursements are taxed.
Generally, gross income means all income from whatever
source derived." Therefore, taxpayers other than nonprofi tor
governmental entities must include governmental grants in

gross income absent a specific exclusion. In certain circum
stances, governmental grants to a corporation':; may qualify for

.. Parameter set A: "More flat"

• Baseline

Parameter set B: "More mountainous"

Parameter set C: "Very mountainous"

F·I.ed Wireless Access (FWA) cost

(in billion' of USD, presenlv.lue)

FWA Investment Gap Over.lIlnveslmenl Gap
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exclusion from gross income as a non-shareholder contribution
to capital under section 118 of the Internal Revenue Code. In
United Stales v. Chicago, Burlington & Quincy Railro<ld Co"
412 U.S. 401 (J 973), the Supreme Court adopted a two part
inquiry to identify a non-shareholder contribution to capital:
0) the contributor motivation test and l2) the economic ef
fect of the transferee test. The trnnsferor's intent must be to

enlarge the transferee corporation's capital to expand its trade
or business for the benefit of the community at large and not
to receive a direct or spedfic benefit for the transferor. For the
requisite economic effed on the transferee corporation, the
following five factors must be present:

)00- The contribution becomes a permanent part of taxpayer's
working capital structure

)00- The contribution may not be compensation, such as direct
payment for specific, quantifiable service provided for
transferor by transferee

)00- The contribution must be bargained for
)00- The contributed asset must foreseeably result in benefit

to the transferee in an amount commensurate with its
value

)00- The contributed asset ordinarily, ifnot always, will be

employed ill or contribute to the production of additional
incomc47

The U.S. Treasury has stated that disbursements that may
be used for operating expenses will not qualify as a non-share
holder contribution to capital, while disbursements that are
made to a corporation, rcstrided solely to the acquisition of
capital assets to he used to expand the recipient's bu~iness
ami satisfying thc fivc factors-could be exempt from federal
income tax, Such a favorable tax treatment on disbursements
could reduce the broadband investment gap by up to $2.2 bil
lion. Ultimately, the impact of taxes incurred will depend on
the disbursement mechanism, as well a~ the tax situation of the
service providers receiving support.

Assumption: Large service providers' current operating
expenses provide a proxy for the operating expenses
associated with providing broadband service in currently
unserved areas.
As seen in Exhibits I-A and I-B, nperatingexpenses (opex)
makE' up a significant fraction of total costs. Complicating
matters is that apex comprises many disparate cost elements:
c\'crything from the cost of operating the network (network
opex) to the cost of sales and marketing, business support
services, power, leases and property taxes (collectively over
head or SG&A). And because each st"rvice prnvideroperates
differcntly-thcre are no standards for bow many lawyers,
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administrative-support staff or network technicians a company
needs to hire per mile of plant or number of customers-it is
not possible to calculate opex in a "bottom-up" approach.

To find a reasonable approximation of the opex associaled
with these networks, the team compiled publicly uvuiluble
data sources and ran a series of regressions. These regr{'~sions

cnlculate the relationship between opex and already-calculated
quantities like revenue or network capex (see CnstQuest docu
mentation for more information). Separate regressions are run
for cable, telco and wireless companies; for each network type,
opex is broken out according to the categories available in the
data sources.

For each opex category, the analysis calculates the primary
driver (i.e., the known quantity that most strongly correlates
with the opex category). Thus some opex categories. like telco
network opex, are driven off of network investments; wire-
less tower operations costs are driven off site counts; while
other costs, such as marketing or bad debt, are calculated as a
function of revenue. The ratio bernTeen the driver and the opex
catcg,ory (the coefficien t of th e reg,rcssion) is calculated for dif
ferent size operators ill different geographies, though in some
cases the impact of these fadors is negligible.

Using this approach to estimate the real-world opex of
actual companies (the same opex and companies that formed
the source data) su~gests that the appronch is reasonable.
Variation~between the calculated alld actual values of opex

ranged from less than 1% to roughly 10%, depending on the
cases studied.

Throughout the calculations described above, we assume
that the opex associated with large telco and wireless providers
is appropriate.]f one instead assumed that a small telco and
small wireless operator provided service, the gnp would grow to
$26.4 billion:~8-j9
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CHAPTER 3 ENDNOTES
in til(' !I}allcr ufRljlr-cseribln,q tho: AUlhorized Rafl' of

nf'/urn fl" In/tnlotrSerl;iCl's u( !,(Jcal F.J:chunyf: C'lrrir,.,;,

CC ])od:d No l'W-6:!.4, Or,ll'r,:; FCC I1.n.l7507 ([<)90)

~otl' thlll model rUlls completed with a shorter lime

hurilOn (sec t'",-'r Guide for more mformilUonJ will not

indude a term inal value. They will, instead, aecderate

the dcpreC'1atlOn and ""placement ofloll'l'er-lived a.~sets,

dfccU,'el)· rCQuirin~ rl'lum~ (Ill thosc irmg-Iife ilS~cts in II

,;-holter pel·iod of time.

Nole thilt for een~ushloek.s with the largest area (likely

the lowe~t---densitycensus bloek..~):C\'ell census block..~

may be too aggregated. See, for example, "State Droad

hand Data and Dt'vcJopmenl Grunll'rogram; NotICe of

funds Availll.tlliity, Clanfleillioll," 74 Federal I{c'l'isler

If>4(l:!Aug. ~009),pp. 40569 -40570.

Cilhle depllJ)'ments ilre all nt'w deployments that expand

the cahle pl,mt: therefore all revenue is ineremental.

II FC and F1V !'P networks also have scale lenglhs 'I.S

l-m:iated with lhem related 10 the dIstances ofSignal

]lrIJlltlgalllln in (\Juxial cahle and t1her.

V(~nZlll1'S LTE fit'Jd trials in Boston and Seattle havt'

shownavcrllge dovmlink nlte~ (It 5Mbps 10 t2Mhps and

awragc uplink spl'eds of2Mhps to Ji\lbps at the Ilml'

oflhis wflling ,"Fl' htt}li/www.wmputl.l...A·orld.com/s.•

art ic lc /'1167Z~,~/I;r]-Jpt't'ds_fa~tl'r_I h<ln..eXIJt'ct t'rLin...

VI'f11,'l!1.Jrmls.
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In this l'xtltllplc. we il..~sumc that tho.: two Ill'tworks are

llWlll.'d and IJllcr31ed by llilfel'\'nt entitil's. The co~t

llllpacl of suppOnill)1 twu nelwvrk:; Illay be h'ss severe in

c,,-~('s In whleh l!nt' company own~ buth netvt'Orks.

The ~IIP, spetiFieally. is built from the sl'w/ld-least

l:Xpl·n'IW technol",::)' 111 each lOU Ill)· across the counrrv.

Win·t"ss with 11(1 comrditurs is used in al1geow;lplllCJI;

12,OOO-fuot-loop FTTNwith ollecolllpclifor is uscd in

art;[lS a~sumcd to have 4-G st'rv[ce, alld with no competi

tors III olhcr areas. See "Creallllg the ha.~e-casescenario

nnd output" at tll[' end ofChaplcr l.

IIi.qh-Co,11 Universal Service Support: Federal·Sllile .loinl
Boanlon Universal Sen'i(:e, WC Docket No. O;,-~~:l7. CC

Docket Nil 96-4::1, Notict' of Proposed Hu1cmaJ.:ing, Z:l

FCC Hcd 1495, pam. U (Z008).

The :-liltlonal Broadhlond Plan 11;'(:ommt'nd~Idt'ntily

mg "way:. to drive fllndmgtll efficient lev(~b. indudin!!

m..rl..t'l-hased mechanislJIs where aJlproprial.e"

The retail price ufsO'ltl'llile servkt' could t'x<~et'd thl> Ilrict'

oftcrre~trial hroadband. A "hu)' down" would en~ure

thaI thu~~ receiving ~atellitt'·hm,cd"erviee~woutd not

race higher monthly rale~ thrul tho~e ~ervt'd hy ler

re~tflO'lI provlder~ in other P:Cogrllpllles. There IS il sam pie

huy-r!own ea1culation in Sutellileporl,on ofChapler4.

Satdhlp hroadhand and its abilily and capaelt}· to

pn!vide lerrcstrial-replaccmenl ~!:'l"\"icearc discussed in

Chllplt>r4.

SrI· hroadhand-speC'll aSl-"Umpliun sl'ction_Scc also

()lnmhIlS Hl'uadbwld Jmliatlve. flnNdband Prrjormanrc

(( IBI Working raper. forlheumllll!) (Bowen,Broadhand

f'r.-'formllnrl')

All spced.~ throughout this papn arc ~actual" speeds. As

With the :-l~tional [lrrJadhand Plan itself, qactual speed"

n·rl'r~ tu the data t.t\rougnrut deliverer! hetween lhe

'"

network inlerface unit (N lU) localed at lhc l'nd-\l.~er·s

prclllise~ fllid thc servicc providcr Internet gat(,W;l~· thllt

is thl' shorto.:st mlmini...tratiw~distancl' from thlll Nil:

Sel' OBI. Hroadhand Performllnce.

:..I"tC that there were not enuugh data to compldc an

accurate predictive modd ofnSL adual speeds ab(I\'I'

6 Mbp~: th('rl'fore for specd:; ahove 6 Mbp~, the "llble

foolprml is taken as tht, jiM1lprint (If~cf'\'ed housing ullilS

withoul augmentation frum teleo plant..

eomScore, Ine., Jan.-June :!009 COnsuml'r Usage data

h~t> C<ampling ~OO,OOO m:whinc.~ for user Wch surfing

hahil~) (on mc with Ihe HT) (enmScoredalaba.~e).

IjorrJ~an,John.llpmc BruadhlUid Adoption :!.009.l'ew

lllll'flll'l & :\.merieaJl LIfe PrrJjeet: .June Z009 Sec http://

....ww pewint erlleto rg/-/medill/Fil eSI Fl.el)UI1.s/2009!

lIDme-llfIla,lIland-Ad{Jpti(ln-200<).pd[

V:.Mtlln,/.awrcnce K. and Van~ton, .John H. .1.ntJ:ill!..I.
tion to TcehnulOl'Y Market Forecastlng.Auslin. TX:

·Ji.'chn,llultV FUhm-'s, Inc, 1996. Note lhat we eon~idered

lhe Fisher-Pry m,ldd bul ullilnatelycondudcd lhat.

,~ille~ il ill genrl'd ttlward modeling tbe suhstitution of a

~upt~rior f(ochnol0lO' lur an inferior one, il WII~ not ap

propriate to use m this lllstance.

Geometrically 5peakin!l, the llltle.:-(ion poinl on the

cumulath·e eurvc is the point at whu-h the curve moves

from cmwex 10 conca"!". The slope of thl' taJJgentialline

along the cumulative eurvc is hl!!hesl al the inlll'l1ion

point, il1dic~tingmaximum lleceleratlon or adoption

:\fathematically. the incremental curve i~ the flr~t dcriva

tin' of the cumulative. and the inflection poil\t isatthl'

maxllllllm slopl' of the eumnlatiV!' or maximum oflhc

lllcrcmental curve.

:..Iote that these calculations [('prcscnt the invcslmellt

~ap for each individual technology: tht· .$2:t5 billilll\

ba$e ca.se takes the sec{)nd-luwest-,c::ap Icchnolugr in

cach county a." described abo\'e, not the gap fur anyone

tcehnology.

Because we lackcd prl'cisl' d:..taon the locHlilln <It" eXIst·

ing FTTl'dctllormt'nt~,lhe figures for ~i~('PL'O~t alld ill

vestment gilp ilre for a run Ihat covt'.rs thC' t'ntire country

.'\cl uaJ cost~ and gap Y"OIlld hc rcduced hy the roughly t7

miJ1ion l1LJ..,lhat are :J.lrNdypa.';sed by FTfI'faeililil'~,

Tht' 1x·.~1 fit. hclWeen mudded data (Gompcrt;() and

ohso.~f'\·l'dduta (I'~'w), in ils least-squares scnse. il- an

in._lane!' (,fthe model f'lf whirh the sum ofsquared

residuals has it,,; lea~t value, where 11 rt'sidual i~ tht'

dll'fcrerKe bt;'lwt;'en an observed valuc ilild the value

rTO\'I<!ed h)· the mudel.

Each perIod on the x-;lXi~ rt'pre.senl~one year, with the

inflcdi"n pUlnt at "tcrtl.

\l"'ltt' that SOUle dem"llraphic dat.II, such as incomc, arc

eakulated unly at the census hlock p-oup level, these

~eo,,'l"aphical[y~·OMserdnta arc applied "down" to tht;'

subordinate el'nsus blucks.

For Telco: I) Pn:,pril'lary ("ostQile~tlllformationand

mdustry datal finandal~(pllbliealJy f.lVllilahle) 2) Table 5

Irom FCC's June 30, ZOOfl Bfl\adballd fieporl

For Wireless: 1) hUp://wire1e.~~fcderatiOIJ.rom,1

news!17341-atl-adds-l.4mn-mobile-suh$t:rilx·rs-in-{]2

usaf (last accessed Mar, 24. ZOlO) 2) Srt' S:-lL Kagan

(adivisionofSKL Financial I.e), "U.S. lOYI'M mohile

"in·less proj\'etium' 3) FCC ~High Specd \ineshy Infol'

IlJatillli Tr;m~fcr l1.atc~'· as (If June 30, 200R.

Fur C~bh~ I) $t;'e SNI, Kilgan la dinsion ofSNL Financial

LCl, httpJ/www.~IlI.COlnI 'intcrllctiv('xjCable!>.·ISOOp

t:r:ttin!J,"Melrie!i.a.~pl; (lAl!J,"in rClIllired) templates that

('ontamed QI2004 - (/2 200()dala for: R~k Pel1Clrll

tillll, R;a~wSubsnih('rs: Hasic Homes P.dSsed: Video l'cn

ctration Hale,,:; Video ~ubsrrihcr~:Video Homes P.dSSrU:

HSn PClletraLionl1.>lt{'s: Hsn Suhscribcrs: HSD Homes

l'''-~sed;Voice l'clletr:ltt{ln Rate; Voice Subscribers,

Voice Home Passed 2) Sec SNL Ka!J,"an (a division ofSNL

Financial LO, qCable 1\i Prlljectio",~,2008-ZOlQ":l)

Publieally availahlc financial.~ for the eahle companics,

including fiCN; Knology: and General.

For Telco· I)lItll "",ere ohtained from puhlicly a\"ailllhl~

AT&T imestorreporL~ on U-VEnSE (http://W\''-w.

iltt.eom i 'Com mon/mer'l'er/filesjpdf/:JljO')_ll- verse

Update~1O.2Z.pdn as well a.~ proprietary CostQut'st

information.

~'or Cahle Data wcreolllainl.'d from Fnreslcr: Williams.

nl)ug1a.~, et a1. "Mll1,TI-PU\Y SI,:nVICI·:S, I)rwi..ILgSuh

scriptions in a Maturing Markel :mtl1)cJI'm Economy",

Vnlume Z, 200S.

Fur Wlrelcsll: Data were obtained from the \\'il">'[ess

Ft'deratlon article, http:/.'wiTt'lc~sfedcT£ltllme,>m.·

news/17:HI-atl·add~-J.4-lIln-ml)hile-sllh~eribers-in-(]:!.

usa,' (la.4 aCl·e.~l-ed Mar. ~4, ZOIO)

SrI!. forl'xample, ~NLKagan (a dh'ision ofSNL Finan

l·lal I.e). -Cable TV Proj~'di(llls,2()08-20l9~.

Dull, Mark.JonathanOrszilg,lInd fiohert Willig. "The

Sllb~l:llntlal("oll~umer lknl'fits ofRroadband Con

lwcti\'lly fur t:S HOliSCholds," (July 14, 20(9). 5ec htlp://

illtel'lldinlHl\"illlon.or~/files/.special-reports/CON

SUMER-HENEFlTS_OLRfiOADRAKD.pdf.

Jl See FCC Jndustry Analysis and Technology Division,

Wireline Competitinn Bureau, Trt'nds in Telephone

Service Report ("Trends in Tt'/cphone Service Rcport,

Tahk :12 & 71 (August 2.00R), availahle online ill http://

llraul1fllss.fec,gov/edoes_puhlic/ltltaclullalch/DOC

Z8-l-'H1At pdf.

" See FCC, Industry Analysi,~antl'f<'chnology DivL~ion.

Wlreline Competition Bureau, 1'readsin TclephoneSer

vice Report ("Tr-cnds in Trfeph'meServiee Fl.'port, Table

l:t3 (Au!J,"Ust 2111 lin. avallahle l'nJine III hltp:J/hralinfoss.

fcc.govA"tIoes_puhl ie/Ill t..ehrnat ch, l){X:-184'>:lZA t.ll{Jr.

'" .<.,'ee FCC, Industry Anl1lysis am] Tt'c1mology Divj.~ioll,

Wireline Competition Hnrt'au, "J'nmdJ in n'fi'phonf'Ser

Wrl' Repurt ("l'n'nd~ in Telepholle SeT'\"in' J-kpllrt, Tatlk'

L.2 (/l.ugust2008). availahle Dulin!! al htlp:I~/hrmlllfl)s~.

fl:C.'l'0vledot:S-lmhll'· ianachmall'h/Dl X; -:!849:lZA t.[,df.

In Ihe Matter flf Implcmcnt;ltinn nfSectil>[l J ufthe

Cahl<' T('levisioll Consumer Prul<'ctlon and Competition

/tct of 19<)2 Stati.~lical neporton Avernge [1;[t('s fur Balik

Service. Cablt'l'rop-amming~erviee,and Equlplnent.

MM Docket:-':o 1n._266, 2t FCC ned 2503 (Llt'ccntb<'r

Z0(6) (IIluililble ullime at http://'hraullfossJeqW~j
l.'dors_puhlie/attachmakh/FCC-06-179Al pdf.

See FCC, Indu~tryAnalY.'li~ and Technology Division,

Wirclinc Con1Jlctition Bureau, Tr('nd~ in TelephrmeSer

vin: Report ('Trends in Telephone Serviec l\cport, Tahle

:l.l (,\ugu;:1 200R), avalbble online at htlp:!/hraunfos:;.
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CHAPTER 3 ENDNOTES
ThL' bRSl"linl' d,.s.~irirlilion is basl'd '.)]1 parmnders m Ex

hihil4-K in tIll' flllll>YdllP; section. Theremaiuing pm'am

ell'r ,wls ~l1l'r the classIfication ufnat anu hilly h'rrains,

as shown in Exhibit 4-Y. W<' higlJllght the chanfl<':s in the

llar;lJlleh'rs (rum tilt' ha.~dine for ronvenienN'.

Letter from William J Wilki.ns, ChiefCounscl, U.S.

Department o(TI·easuty. to Cameron K Kerry, General

Counsel, U.S. [leparlmcnlllf(:Olllmeree (Mar.4, 2010)

The mouel attrmpl;<; to capture the !'Calc effect.'! of OperR·

tiom by examining publicly availahle data. It is possible

that there are additional seale ('(fecls not captured III thi;<;

calculation; or that smaller comp:mie~could face eo!'ts

even higher than in the source data.

This ~ap value is dilTerenll'wm Eihlhil :i-(~.In thi~

example, since we 1lTf' comparing against Ihe hast' c;s.~r.

the teloo faces one competitor in 4G are-as and zrro in

non-4G are;s.c;.I~:xhibit:l-G assume, the lelm faces zero

competitors in all areas.

"

A.~sumin.!:, In olher wonls, that a national e::\l'ricrwtll

not ~ain inrremental revenue from deploying a rLXed

broRdhand nd.....nrk.

~6 USc. § 61(>1.)

Includ.'s Limilf'd LiOibility ('()m[1:·mic.~ (L1.{'sl treated H.~

a l'orpl)r:dion fur fed('.ral inc(>me tax pur[1ose~ ThL~ tax

trr:J.lml'nl would n,lt apply to noneorporate entities slIch

a.~ partnerships, Illcluding LI..cs tr('ated H.S Rpartnership

for fl'd.:rat in<.:ome t:ur.llurp0.!'L'l;

Ci:;e•• l':x-f'arle Filin~;A Natinnal Broaubanu Plan for

(lllf Future, GN Docket Ne_09-51, Cisro VN1 Mnbilr

D;lta (FCC fi!cu2.5 Mardl.2.01O).

Sel' OHI, Broauband I'l,nurmance.

:l: Lassumption ba-~ed un Ihe avera.!:e number nfpeU\l1(o

per household and v,'lrcless \lenelrlltion

,~ While the rmlbilL' voiee ARPU of a user is $:17 per month

in mudt>1 ralculations, assuming olle compelitor on a,it>r

age in nUIl---1G areas leads to a wei/l.htcd-avera.!:e mobile

voicl'AllPL: 01 ~IH5n

"

..,

flT,flOV/euncs-publ ie/attno.:hrnOlt ~ hil )( )l' - 284y:nA I

pdf, SCt u/so In the Matter n/lmpleml,nlatilln nfSectinn

;ioftll{'CabkTele\'L~iol1Consumer I'rot(~djo1\,l1\d

CompetitIon ALt of1992 Statistical [{<'port on AV"l<lgc

Illites fur BasIC Sen'lce, Cable Prol'larnmin.!: SL'nlice. and

t:4\llpnll'nt. MVI DOl'kel :\'0. 92-2.06, 21 FCC ned 2503

(Dl'l"l'!IIbcr :!(JI)(,) avai/able Oil/tnt' at http.!/hraunfoss.

frrgov/ed'1(L.llllhlil.:!attm:hmatl'h/FCC-06-179AI.pdf.

Tuning a Ilfo!lag<llion mot\p! involVl's slgriitic:mt drive

tcstinr;:- lo en~uf('slmulateu Slgnaluen~itycorrectly

arcuunt:i lor rolia.!:e, building.~, terrain and othcr factors

which r<'sult in attenuation.

Cl~W Ex-t\lrte Flling;A NQtionaJ Bruadband Plan for

(lur Fulure. GN Docket No 09-51,Cisco VNll\lohile

Ilata (reT flied 25 March, 2(10)
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[Y. NETWORK
ECONOl\!IlCS
The United States has <l diversity ofhoth wired and wire-

le% broadband networks which provides the 'lUst majority of

Americans with choices as Lo their broadband providers: most

homes have a choice bet".'een wired broadband provided by a

telephone network or a cable network. Telephone and cable
networks \vcre originally built for <lnd funded by voice and

video services respectively; but now. through up~rades,both
arc able lo provide high-speed broadband to much oftlle coun·
try. Large investments in these networks arc being made to

further increase speed and c<lpncity in the most profitable areas
ofthc country. In addition to wired networks. there have been

significant investments in wireless networks to provide broad

band terrestrially via mobile and fixed wireless networks or
via satellite. Like wired broadband, mobile broadband is likely

to be provided over a network originally built for a different

purpose-in this case mobile voice. Strong :~G mobile broad

band adoption from smartphones, data cmds <lnd netbooks has
driven operators to (:ommit to largl'-scale upgrades to their

wireless data networks using new 4G technologies. These new

4G technologies (WiMAX and LTE) can be used to provide

broadband in higher speed mobile networks, fixed wireless

networks and even hybrid fixed/mobile networks. Due to high
costs and low capacity, satellites h<lve primarily targeted cus
tomers in remote areas without other broadband options, but

recently developed high-throughput satellites may change this.
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BASIC NETWORK STRUCTURE
Exhibil4-A is a diagram of the different porlions of a broadhand

network that conned end-users to the public Internet. Starling

at the publiC' Internet, 0) content is sourccd from various

geographies and providers, data flow through the first peering

point of the broadhand provider (2), through the "middle mile"

ag~regation point (3) and "second mile" aggregation point (4).

before being transported over either a wired or wireless "last

mile" connection to the customer modem (5), which can either
be embedded in a mobile device or standalone customer premise

equipment (ePE), in the case of a fixed network. Om~e inside the
premises broadband is connected to a device (6) through f."ither

wired or wireless connections (e.g. \ViFO.

LAST-MILE TECHNOLOGY COMPARISON
\Ve model the deployment economics of nSL/I'-'TTN, FTTP,

lIFe, Satellitc and 4G fixed wireless technologies. Each technol

ogy is modeled separately llsing detailed data and assumption~.

Qur model shows tbat fixed vorireless and 12,OOO-foot-loop DSL

have the best economics in delivering 4 Mbps down- and 1 \fbps

up-stream to the unserved areas of the country.

fixed wireless networks have favorable c(:onomics in most

unserved <lreaS, as the high fixed costs of wireless towers are

amortized over many customers. In the least dense areas,
particularly in mountainolls terrain, however, there are few

customers per tower and wired technologies are more economi
cally efficient. Among wired networks, 12 kilofeet (kft) nSL has

the bcst economics while stUI meeting the National Broadband
Availability Target becallse it requires the least amount of
network replacement/building. Although satellite capacity is

1<'(hilJil-l-A:
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DEFINITIONS

Public Internet content: Public Internet conte"t that IS hosted by multiple service prOViders, content prOViders and other
entities In a geographically diverse (worldWide) manner

Internet gateway: Closest peering point between broadband provider and public Internet for a glverl consumer cOrlnectio"

link between second mile and middle mile: Broadband prOVider managed interconrlect'Orl betweerl middle and last mile

Ag,revatlon node: first aggregation pomt for broadband provider (e.g. DSLAM, cable node, satellite, etc.)

Modem: Customer premise equipment (CPE) typically mal1ll1ged by a broadbal1d prOVider as the last COl1nect,on pOint to the
managed networ~ (e.g. DSL modem, cable modem, si'ltellite modem, optlCi'lll1etworkll1g termini'll (ONT), etc.)
Consumer device: Consumer deVice connected to modem through Internal Wire or WI-F, (home l1etworkmg), Indudln(l
hardware al1d software used to ac~ss the Internet and process content (customer-managed)
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limited by the number of satellites. and latency can be an issue
for some applications, the fact that costs are 110t dependent on
population density makes it an aLtr<lctive option for serving Lhe
most remote areas of the country. We model FTTP, HFC and
3-5 kft DSL as well, and even thuugh the performance and reve
nue opportunities are better with these technologies, they have
unfavorable economics in areas with low population densi ty
relative to the other technologies mentioned, due to the high
fixed costs ufbuilding or replacing large parts of the network.

In order to aCl:urately model each technology, we need

to understand both the technical capabilities as well as the
economic drivers. Fil'st, we determine which of the network
technologies could meet end-user speed requirements. Then,
we collect detailed cost data required to accurately model the
build of a network with the required network capacity. Finally,
we determine the incremental revenues that could be gener

ated from each technology.

Network Capabilities
The National Broadband Availability Target is download
speeds of 4 Mbps and upload speeds of 1 Mbps. As we shall
see in later sections, we dimension the DSL/FTT.\T, HFC,
FTTP, fixed wireless and satellite networks in our network
model to meet the National Broadband Availability Target.
Further, the sustained data rate capabilities of the networks are
comparable.

For example, we compare the streaming capacities of the
D8L, wireless, HFC and satellite networks as modeled in our
analysis in Exhibit 4-B. For each of the cases, we consider a
fully subscribed network, Le., a network with the maximum

prescribed subscriber capacity at the aggregation point nearest
the end-users (a cell site in the case ofwireless, a DS1,AMj
backhaul for DSL and a spot-beam for satellite). The details
["or each tech nolo~ywill be presen teel in followin~ sec Lions. ror
this analysis we assume the following: for wireless, a network
of cell sites with 2x20MHz of spectrum, each with 650 sub
scribers;! for DSL, a network witb about 550 subscribers' beill~
served by a Fast-E second-mile backhaullink.

The exhibit shows the percentage of subscribers in each
network that can simultaneously experience video streams
of various rates. Thus, for example. we estimate that 29-37%

of the wireless subscribers in the cell site can simultaneously
enjoy a 480 kbps video stream.3 For DSL and next-generation
satellites, those numbers arc 37% and 35%, respectively. So,
each of the networks as dimensioned has comparable capa
bilities. We note that the capaci ty of an under-subscribed or
under-utilized network will, of course, be higher. Thus, for ex
ample, if we used a Fast- E backhaul to serve a single 384-port
DSLAM, then nearly 55% of subscribers can simultaneously
enjoy a 480 kbps video stream.

However, the methods by which each technology can expand
to meet growing capacity demand in the last mile differ. For
example, with DSL, increased demand can necessitate two
types of capacity upgrades that have very different remedies.
First, when speed needs for a given user exceed the loop length
capabilities on a DSLAM port (unshared network portion), the
DSLAM is extended closer to the user so that the shortened

copper loop can provide higher speed. This will involve fiber
extension, electrunics upgrades and significant outside plant
reconstruction and rearrangement. This can be a very costly

FxhihiI4·J>:
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proress that involves many aspects of"new" construction, suc.h
as pole tran!'fers/miJke-ready costs, fiber trenching and general
overbuild of portions of the outside plant. And seconrl, if the
l'tlp'H.:ity exp~lnsion is <t result of aggregate demtlnd griJwth
<:llTIOng the users sharing the second-mile backhaul of the net

work, and not the last mile, one only needs to upgrade DSLAM
ports and increase backhaul capacity. Undoubtedly, this carries
Significant cost, but is relatively straightforward as it primarily
involves eledronics upgrades.

In the <:ase of HFe, RF signals for data transmission are
modulated onto coaxial cables and shared among all of the
subscribers who are connected and active on the coaxial por
tion of the liFe network. Therefore, the last mile is a shared
resource. One process for capacity expansion is cable node split
ting, which involves electronics upgrades similar to DSL but
often also requires significant outside plant reconstruction and
rearrangement. Thus, it involves many aspects of "new" cable
construction, such as pole transfers/make ready costs, fiber
trenching and general overbuild ofllortiom; of the outside plant.
While this process is not without significant cost and lead time,
it is well understood and has been practiced for several years.
In addition, there are a number of other often-used methods for
increasing capacity as will be discussed in the HFC section.

Similarly, the last mile is shared in FTTP/pON networks.
More precisely, optical signals are modulated onto fiber optic
c,lbles, which are then distributed to individual homes between
the PON splitter and the home. Capacity expansion is again a
matter of upgrading electronics either at the headend, home or
both, and certainly requires rearrangement of PON splitters
and other passive outside plant equipment but does not require
a fundamental design and architcdure change.

In the case of wireless communications, the primary shared
resource in the Last mile is the RF spectrum. Multiple wireless
devices, such as mobile phones and wireless data cards, simul
taneouslytramaTIit/receive over the same shared spectrum.
In fact. an average cell site covers more than 4,000 people,
often referred to as POPs or population." As we will see later,
the wireless networks that we model to deliver broadband will
be capable of serving up to 650 homes per cell tower using a
paired 2x20 MHz6 of spectrum. Capacity expansion ill the last
mile typically involves llsing more spectrum or adding more
ce11 sites or both.? Since wireless spectrum is a scarce resource,
wireless capacity expansion elm be expensive, involving many
ofthe high costs of outside plant/tower construction, etc. (si 111

i1al" to wired technologies discussed above), unless the provider
has adequate spectrum holdings. With adequate spectrum,
however. capacity expansion is straightforward and relatively

inexpensive. Spectrum needs in unserved rural areas-with
low population densities-are expected to be limited. Given
the amount nf spectrum currently available and the additional
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spectrum li kely to become available in the next several years,'1
we expect that capacity expansion in wireless should be rela
tively inexpensive in these areas.

Capacity expansion with satellites will ultimately involve
launching additional satellites which arc capable of providing
more total bandwidth and higher spatial reuse of the available
spectrum. New launches, however can cost up to $400 million
and require potentially long lead times, as will be discussed
later in this chapter.

All of the technology comparisons in this chapter are based
on network builds that can meet the target, with an effec-
tive busy bour load assumption of 160 kbps (see later section
on Network Dimensioning). A fundamental tenet is that the
networks have been modeled such that users will receive an
equivalent level of service and performance whether they are
serviced by the fixed wireless 4G access network or a 12 kft
DSL architecture.

Cost Comparison
Our model allows us to calculate the relative cost structure
of different last mile technolof(ies as a function of population
density in unserved areas. As shown in Exhibit 4-C, the costs
associated with all technologies are competitive in the high-
est densities and diverge as we move toward lower population
densities. Note that Exhibit 4-C represents the present value of
costs, not the gap associated with each technology.

IIFC and FTTP costs are comparable and both are among
the most costly in all densities. As one might expect, the cost of
running a new connection to every home in low-density areas is
very high. In effect. carriers face the cost of deploying a green
field network in these areas.

Short-loop FTTN deployments (3,000- and 5,000-fool

loops) realize some cost savings relative to FTTP from being
able to avoid the last few thousand feet of buildout. These sav
ings are particularly valuable in denser areas where operators
are more likely to find more homes within 3,000 or 5.000 feet
of a given DSLAM location. At the other extreme, in the least
dense areas, where a carrier might have only one customer
within 3,000 feet of a DSLAM location, 3,000-foot FTTN is
actually more expensive than FTTP; a fiber drop is less costly
Ihan a DSLAM. Longer-loop (12,000-foot) DSL is particularly
low cost in higher-density areas, where the cost of a DSLAM
can be amortized over more customers.

Wireless solutions are among the lowest cost solutions and

wireless costs grow less quickly as density falls. As discussed in
Chapter 3, and in more detail below, u major driver of wireless

cost is cell size. The assumptions made about cell size in hillier
terrain 'Ire larger drivers of cost than density; however, when
orderinf( cenSUS blocks by density. as in Exhibit 4-C, this effect
is averaged away and lust. More detail about the impact of cell
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size on cost is included later in this chapter.
Exhibit 4-C includes only costs, both capex and ongoing

costs, and does not include revenue. Technologies that enable
higher revenue could have lower investment gaps than costlier
alternatives. Thus, it is possible that [<'TTV deployment could
have a lower investment gap in some census blocks than FTTN
or wifl:less. In addition, given the assumptions made abouttake
rate and ARPU, wireless often will have a lower investment gap
th<1n a less-costly 12,OOO-foot-DSL solution.

However. as noted in Chapter 3, evaluating the econom
ics of technologies over areas as small as a census block
makes little sense. Counties or other service areas draw
census blocks from across multiple densities. Therefore this
revenuc-driven advantage is muted when census blocks arc
aggregated into counties or other servi<:c areas and wireless
and 12,000-foot-loop DSL are the lowest investment-gap ter
restrial solutions overall.

TECHNOLOGIES INCLUDED IN THE BASE CASE

As seen in Exhibit 4-C, our model indicates fixed wireless
and 1~ kfl PSL are the low-cost terrestrial solutions that are
capnble of delivering speeds consistent with the Broadband
Availability Target in unserved areas. \Ve will focus on those
tt'chnologies and satellite across the next three sections, before
returning to those technologies with higher deployment costs.

Wireless Technology
The first mobile nehvorks were built when the FCC approved
commercial car-phone service in 1946 but the first commercial
cellular telephony servict' in the l'nited States came in 1983 u~

ingAMPS technology. AMPS was an analog phone service that
was still in use in some regions of the United States as recently

as 2008. As wired communications started going digital in the
1980s, so did wireless telephony. Tn the 1990s there were four
different 2G digital wireless technologies used in the United
Slates: COMA-based IS-95, TOMA-based IS-54 (often called
Digital AMPS or 0 -AMPS), GSM and iDE='. Initially, these
technologies provided voice services Hnd some limited circuit
switl:hed data services like SMS with peak data rates of 9,6
kbps.

CDMA and GSM became the predominant technologies
in the United States, with more than 71% of subscribers in
2004.9 For GSM, the first real step towards packet-based
data services was GPRS, which was latcr rcplal:cd by EDGE.
Even with EDGE, the average data rates were still only 100
130 kbps. The big step towards mobile broadband for GSM
providers came with UMTS or WCDMA, a COMA-based air
interface standard; average user data rates were 220-320
khps. Ovcr time, the standards hodies crcated HSDPA for the
downlink and HSUPA for the uplink, collectively referred to
as HSPA today. User data rates of up to several Mbps bel:ame
possible. 1o allowing GSM-family providers to offer true .1G
service. See Exhibit 4-D.

Like GSM, COMA rapidly evolved. first into C[)MA~()()()

lxRTT which delivered peak data rates of:~07 kbps and later
into CDMA2000 EV-DO that is capable of delivering data rates
of lip to 3.1 Mbps.

There are two competing 4G .standards that can be used
in wireless broadband networks: ll LTE, which is an evolution
of the GS:M family of standards, and WiMAX. Both of these
technologies use OFDMA modulation instead of CDMA and,
as such. are not backward compatible with either HSPA or
EV-DO. The 4G technologies are only beginning to be de
pluyed and adopted. In fact, LTE, one of the most anticipated
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4G technologies. has yet to be commercially deployed in the
United States as of the time of this writing, while WiMAX cov
ers less than ~~% of the population. I

:
J

fvo/utioll of the Pertormallce of Wireless Techllo/ogies
As wireless technologies have evolved, so have their perfor
manees. In a broad sense, with every evolution the industry
has achieved higher peak throughputs, improved spectral
efficiencies and lower latencies. Additionally, with 4G the
wireless signal can be transmitted over wider bandwidths of
up to 20I\Hlz, 14 which further increases spectral efficiency and
network capacity, while letting the user experience higher data
rates. Additionally, 4G uses a m\tive, all-IP architecture, thus
benefitting from the technology and economic efficiencies of
IP networks.

The most important dimension of performance-at least as
far as capacity of the wireless network is concerned-is spectral
efficiency, which is the number of bits/second that a sector can

Wirele•• Multiple Acce•• 101
In any wireless network with multiple users, those users

must share the wireless communication channel. Different
technologies use different schemes for sharing the channel;
these schemes are commonly referred to as multiple access
schemes. One such scheme is Time Division Multiple Access,
or TOMA, which divides the channel into multiple time slots,
allocating each to one of many users. The users then com
municate with the base station by transmitting and receiving
on their respective time slots. TDMA is used in GSM/GPRS/
EDGE as well as the eponymous TOMA IS-54 standard.

Another scheme is Code Division Multiple Access or
COMA. It uses spread-spectrum technology for sharing the
physical communication channel between the users. More pre
cisely, in CDMA, the signal to and from each user is modulated
using a uniquely assigned code. This modulated signal on the
assigned code is spread across far more bandwidth than the
bandwidth of the data being transmitted. This allows multiple
users to simultaneously transmit or receive communication
signals on the channel, which are then separated at the base
station using the codes. CDMA allows for greater spectral
efficiency than TDMA where communication to each user
takes place in a uniquely assigned time slot. All 3G technolo
gies, EV-OO and UMT5/H5PA. use COMA, as does 15-95 and

COMA lxRTT.
Finally, in Orthogonal Frequency Division Multiplex Access

or OFDMA, data transmission occurs on a set of orthogonal
sub-carriers assigned to each user; the sub-carriers are then
modulated and transmitted using conventional modulation
techniques. OFDMA has emerged as the multiple access tech

nique for 4G technologies.!S
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transmit per hertz of spectrum. As such, spectral efficiency
drives average downlink data capacity of a cell site linearly.
Exhihit 4-E shows the evolution of the average downlink and
uplink dala capacities of a single sector in a lhree-sector cell
site for the GSM family of standardsY'

Note that there is no known analytic form for Shannon
capacity for a multi-u~er, multi-site wireless network tod<lY.
lIowever, one can estinwte the Shannon limit for a single
user on a single cell site. Further, scheduling efficiency ~ains

from multi-user scheduling are well understood. 17 One can
therefore estimate the capacity of a multi-user, multi-site
network.l~But, this estimate does not take into account po
tential future gains in wireless technology and networks from,
for example, coordinated transmission of data to users from
multiple cell sites. Nonetheless, this estimated limit suggests
that gains in spectral efficiency-and the <lhility of networks
to cheaply improve performance or capacity-will likely be
limited in the future.

In fact, as illustrated in Exhibit 4-E, we estimate that the
latest release of the LTE standard brings us to within 25% to
30% of the maximum spectral efficiency achievable in a mobile
network. Going forward, improvements in spectral efficiency
are likely to result from techlliques that include the use of new
network architectures amI multiple-antennas. i'l Specifically:

.. Multiple-antenna techniques, stich as spatial multiplex
ing in the uplink and improved support for beamforming

.. Network enhancements:
.. Coordinated transmission of data to users from mul

tiple cell sites
.. Relays or repeaters to improve coverage and user

experience at cell ed~es with low additional infrastruc

ture cost
.. Carrier or spectrum aggregation to achieve higher user

burst data rates

The 4G network architcelure represents an evolution as
well. 3G networks, having evolved from legacy 2G architec
tures that were pri marily designed for circuit-switched traffic,
were hierarchical in design and included many more network
elements. 4G, on the other hand, optimizes the network for
the user plane and chooses IF-based protocols for all inler
faces.~oThe result: a muth simpler architecture with far fewer
network elements. Not only dot's this reduce capex and opex

for 4G networks relative to 3G, but it also meanS reduced
network latencies; see Exhibit 4-F. The performance ofTCPj
IP, the Internet data transport protocol, is directly impacted
by lateney,21 so that reduced latencies translate directly into

improved user experiences.
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46 Deployment Plans
Exhihit 4-G shows projected 4G deployment plans for major

carriers in the United States based on public <lnnoullcemcnLs.!4

Verizon Wireless has the most aggressive deployment sched

ule for LTE. It plans to build out to 20 to 30 markets in 2010,

extending to its entire EV-DO footprint by 20l3-thus renching
more th<ll1 9~% of the U.S. population. 25 AT&T has announced

that it will be tria ling LTE i112010, then rolling it out com

mercially in 2011. Sprint plans to deploy WiMAX through its

partnership with Clearwirc. WiMAX has been rolled out in a
few markets already and Clearwire announced plans to cover
120 million people by the end of 2010. \Vith carriers in the

United States and around the world making these commit

ments to deploy 4G, we expect it to have significant benefits of
scale: a robust ecosystem, strong innovation and substantive

cost savings,

Given the ~uperior performance of 4G and the likely l'xten
~ive 4G coverage by 201:1, we shall limit our wircle~s analysis
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to 4G technologies in the rest of this document. Our goal is

certainly not to pick technology winners, and we recognize
that other wireless technologies, such as WiFi mesh, cognitive

radios and even ~~G, will be important parts of the broadband

solution. However, these technologies are unlikely to deliver

a cost-effective and reliable wide-area broadband experience
consistent with the National Broadband Availability Target in

unserved communities. To the extent these technologies offer

appropriate service at comparable or lower prices, they will
certainly playa role.

FiJled Wireless A«ess (FWA) Networb
By FWA networks, we refer to wireless networks that usc
fixed CPEs in addition to (or. possibly, even instead of) mo

bile portable devices. FWA solutions have been deployed as a
l'uhstitute for wired access technologies. For example, FWA

networks are being used commercially in thc US. by Clearwirc

with WiMAX and SteIer. with HSPA, and globally by Tel,tra
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with IISPA. In addition to the larger providers, there are hun
dreds of entrcpreneurial and indcpcndent Wireless Internet

Scrvice Providers (WISPs) who pl'Ovide fixed wireless services
to at least 2 million customers in rural areas, including many
areas not covered by the national wireless companies. 28 Such
deployments are pilrticulnrly attractive in areas where wired
competitors do not exist or have inadequate capabilities.

Fundamentally. FWA uses fixed CPE to deliver better per
formance by improving end-user signul quulity. Examples of
tcchniques that allow fixed wireless to provide superior perfor
mance comp:lred to mobile broadband include:

,... CI'E techniques:
,... Using a higher power transmitter than would be pos

sible with a battery-powered end-user device in order
to improve the upstream data rate and/or increase the
coverage area

,... Using large high-gain antennas along with external
mounting to decrease building loss and further im
prove both upstream and downstream data rate and/or
increase the coverage area

,... Placing the antenna in a favorable location to achieve
line~of-sightor ncar line-of-sight to reduce path loss

,... Base Station techniques: using stronger power amplifiers
and multiple antenna techniques in order to increase the
coverage area and/or capacity

These techniques are hroadly applicable to most spectrum
bands and to bOlh 3G and 4G technologies. As such, generally
speaking, FWA netv.'orks can support both fixed and mobile
traffic, with fixed CPEs improving the performance of fixed
service relative to mobile.

Our objective is to provide fixed hroadband service to
homes; so, we havc used the pcrformance characteristics of a
FWA network in our network model. In what is [ofol/ow, unless
otherwise mentioned, the term wireless network will refpr to a

F1VA net\J.'ork.

Comp/ellity or Analyzing Wireless Networks
It is important to recognize that a wireless network has several
layers of complexity that are not found in wil'eline networks,
each of wh ich affect the user experience and, therefore, network
buildollt costs and the investment gap. For example, the location
of the lIser relative to the cell site has.a significant impact on dau\
rates. ~ore precisely, those at the cell edge, Le., farthest from the

cell site, will have much lower signal quality than those closer to
it. And as signal quality drups, throughput drups as well; thus, at
the cell edge a user may e:X1Jericncc more than 60% degradation
in data rates relative to the aver<lge experience within the cell. 29

Another factor affecting user experience is the fact that

wireless spectrum is shared by all the users in the cell. As a
result, a user can experience significant variations at the same
position in the cell dependingoll tcmporal changes in capacity
demand (or loading).

There are other factors that lead to a heterogeneity of user
experience. For example, the wireless signal itself undergoes
different levels of dep;radation depending on terrain, user
mobility and location (indoors vs. outdoors vs. in-car). Further,
there is a wide range of end-user device types, which vary
in their peak bandwidth capabilities, have different types of
antennas, form factors, etc. Each of these factors can lead to a
different user experience under otherwise identical conditions.

Consequently, analysis of the performance of wireless net
works requires a statistical approach under a well-defined set
of assumptions. We shall describe the assumptions behind the
parameters we used in our wireless netv.rork model. However.
it is possible that the parameters in an actual network deploy
ment arc different from those that we estimated. Improving
the accuracy of our estimates would require a RF propagation
analysis in the field-an extremely time-consuming and ex
pensive proposition that is usually undertaken only at the time
of an actual buildout. And even that approach will not always
capture some effects, such as seasonal foliage.

Approoch
Exhibit 4-11 is a schematic that lays out our approach to analyz
ing the cost of the network buildout. The l..:ost of the network, as
shown, is driven by the number of cell sites required to deliver
broadband service and the cost of building, operating and
maintaining each cell site.

The number of cell sites required to serve an area is fun
damentally dependent nn capability of the technology. Csing
the performance of LTE networks, we dimension ceB sites to
deliver downlink and uplink speeds of 4 Mbps and 1 Mbps,
respectively, in rn'O steps:

,... Fir~t, we ensure that the cell sizes are dimensioned to
provide adequate signal coverage; Le., absent any capacity
limitations, the propagation losses within the coverage
area are constrained and, therefore, the received signal
strenp;ths are adequate for delivering the target data
r<lte~. Our analysis indicates that the uplink requirement
is the llriver of coverage limitations.

,... Next, once we have ensured adequate signal coverage. we
ensure that each cell site has sufficient capacity to meet the
traffie demand. We achieve this by constraining the maxi

mum number of subscribers per cell site, As mentioned in
Network Dimensioning, we only cunsider the downlink ca
pacity requirements-and nut the uplink-for our analysis.



Number af cell sites
required to provide
broadband service

Following that, we present the economics of a wireless
network. Tn particular, we analyze the intluence of factors like

spectrum, terrain and downlink capacity on wireless econom
il'~. We ..dso discuss in detail the factors that influence the cost
of building and operating a cell site, namely tower lease/con
struction and backhaul for cell sites.

Dimensioning the Network for Coveroge
The method of determining the maximum cell radius to ensure
suffil'ient coverage in the modeled network i~ driven by three
key factors (see Exhibit 4-0:

~ Broadband rate targets and the corresponding link bud
gets: Link budgets allow us to calculate the Maximum
Acceptable Propagation Loss (MAPL) of the transmitted
signal such that the received signal quality is adequate for
achieving the target data rates.

~ Spectrum bands: The propagation characteristics of spec
trum bands are different, thereby impacting cell radius.

~ Terrain: It plays an important role in radio propagation.
Simply put, mountains and hills block wireless signals; so
areas with rougher terrain require smaller cell radii than
areas with {lat terrain.

Link Budgets
In order to deliver uplink speeds of 1 Mbps within 9070 of the
cell coverage area in a FWA network, the maximum acceptable
propagation loss (MAPL) is 14210 Ibl dB; see highlighted texl

Vxhi/lir4--11:

Approach/or
Analyzing Cost of
F\{'A Nern.'ork

Broadband targets:
4Mbps downjlMbps up
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in Exhibit 4--J. By contrast, the MAPL in a mobile environment
is 120 to 132 dR. In other words, higher power CPEs with direc
tional antennas placed in favorable locations in a F\VA network
yield ~ains of more than 20 dB over mobile devices.;\O

For oW'larget data rates, it is the uplink that drives coverage

limitations; i.e., the cell radius limits imposed by the uplink link
budget calculation are smaller than the radii required to ensure
adequate downlink received signal strength~.A cell radius
small enough for a 200 mW h.mdhe.ld device or a 500 mW F\VA
device to deliver adequate signal strength to the base station
is also small enough for a 40 \V (macro) base station to deliver
more than adequate downlink signal strengths.

Loosely speaking, unless the downlink and uplink require
ments are more asymmetric than the power differential, the
significantly higher power at the base station implies that
adequate uplink coverage should result in adequate downlink
coverage.31

Impact of spectrum bands
Cellular service today typically operates in one of several
bands: from 700 to 900 MHz; from 1.7to 2.1 GHz; and from
2,5 to 2.7GHz (see Chapter 5 of National Broadband Plan for
details). Generally speaking, in this range offrequencies lower
frequency signals suffer lower propagation losses and there
fore travel farther, allowing larger ceB sizes. Lower frequency
signals also penetrate into buildings more effectively. Thus, for
example, the Okumura-Hata modeP~predicts that the radius of
rural cells in the 700MHz band can be as much as 82% greater

I Cost af wirel..s network d~ployment I

Cast af building and
operating cell site

Technology capabilities
detennlnlng cell site
dimensioning to proyide:
-Adequate coverage and
-Adequate capaCity

Key factors influencing
cost of cell site:
·Tower lease/construction
.Second mile tJackhaul
-Tower electronics

Key factor. influencing
coverage:
-Fixed (PEs
-Spectrum band
-Terrain

Key feetar. influencing
CBplIC;ty:
-Fixed (PEs
-Internet usage
characteristics
-Spectrum allocation
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than in the pes band for comparable coverage. In suhurban ar
ea;;; this benefit is 105%, while in urban areas the improvelllC'llt

is greater lhan 140%. That makes lower frequency bands bener
suited for l'(wcragc and deployments in rural areas.

Terrain classification and maximum cell size
Ten'ain plays an illl~()rtant role in radio propagalion, an effect
that cannot be captured using prop<lgation loss models such <IS

the Okumura-Hata modeU:l Since mountains Llnd hilhi block
wireless signals, areas wi th rou~her terrain requi re smaller c('11
radii than areas wilh n:lt terrain.

To aecount for this effect of terrain, we classified terrain
into each of the four categories shown in Exhibit 4-K. \10re
precisely, we used GIS data to classify each Census Tract
(CT),~l-l based on elevation variations across one square Km

grids. in to one of the four eategories.
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Recall from the discu~sionof link budgets that the
Maximum Allowable Propagation Los!' (MAPL) for achiev
ing our target broadband speeds is 14~-161 dB. We use HF
planning tools:!] (see Exhibit 4-M) to estimate the cell radius

for each terrain type that will keep propagation lo!'ses within

OBI TECHNICAL P,.\PER NO. I CJI,\I'j I:B ,1

bounds.:1M More specifically, we choose the MAPL to be 140 dB,
allowing for possible propag-ation losses due to foJiage.:N Areas
in green in Exhibit 4-M correspond 10 areas wilh adequate sig
Ilal coverage. The results of this analysis are shown in Exhibit
4-L for the 700MHz band.

Fxhihit -/ l(:

Classification ofTerrain

ofCensus Tracts

E'\hihit 4-/..

J\,[aximum Cell Radius

for Adequate Coverage

in the 700MHz Bund

Terrain type Standard deviation (SO) of
Exampleselevation (meters)

Flat .20 Topeka, Kan.; SO =12

King City, Mo.; SO =19

Rolling hills 20 to 125 Manassas, Va.; SO =41

Lancaster, Pa.; SO = 45

Hilly 125 to 350 Lewisburg, W.V.; SO =167

Burlington, Vt.; SO =172

Mountainous ~350 Redwood Valley, Calif.; SO =350

Terrain type Examples Maximum cell radius (miles)

Flat Topeka, Kan. a
King City. Mo.

Rolling hills Manassas, Va. S

Lancaster, Pa,

Hilly Lewisburg, W.V. 3

Burlington, Vt.

Mountainous Redwood Valley, Calif. 2

1:~'l1l1Nt 4-_M:

Propagation Lossfor

nijTerenl Terrain Types
al700A-fllz40

Flat terrain
Cell radius: 8 miles

Rolling hills
Cell radius: 5 miles

U Excellent signal quality (PL < 140dB)

Average signal quality ,140dB < PL < 150dB)

• Poor signal quality (PL >1S0dB)

Hilly
Cell radius: 3 miles
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We show a terrain map of the continental United States in

Exhibit 3-X; average cell radii for each county based on the

classification in Exhibit 4-L for the 700MBz band are $hown

in Exhibit 4-. -. Finally, Exhibit 4-0 quantifies the number

of households by the cell sizes required t.o provide L\dequat.e

1:)..-hibiI4-,v:

Average Cell Size ill Each County (in miles)

coverage to them. Note that only aroLlnd 13% of housing units

(BUs) are in hilly or mountainous areas.

Finally, the lJropagalion characterisLics 01" the spectruLTI

band clearly impact. coverage. But, spectrum availability

does not play an explicit rule in our analysis. Certainly the
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aggregated uplink capacity at a cell site improves with spec

trum, but the only way to increase the maximum achievable

dala rale for a specific user is to redLcc cell size. In olher
words. site counts will increase if we increase the uplink data
rate requirement; adding more spectrum will not alleviate the

problem.

Dimensioning the Network for Capacity
Exhibit 4-P shows that subscriber capacity of the wireless net
work depends primarily on the following:

.. Broadband requirements and traffic characteristics. The
first represents the National Broadband Availability
Target of 4 Mbps downlink while the lattcr is a charac
terization of the demand for network capac.ity, generated

by the subscribers 011 the network (see also Network
Dimensioning section).

>- Spectrum allocation. Loosely speaking, if spectral effi
ciency of the air interface remains unchanged, capacity of
the wireless network grows proportionately with spec
trum allocation .

.. Fixed CPE with directional antennas. Specifically, the im
provement in signal quality llnd data rates I'esultin~ I'rorn

using directional antennas at ePE.

We then use the performance of LTE networks to determine
the maximum subscriber capacity of the FWA network.

Importantly, signal quality or Signal to Interferenc.e and
Noise Ilatio (SINH)4J in the downlink is not significantly im

pacted by increasing the transmission power in cells that o.re

OBI TECHNICAL PAPEn NO. I C1L\1'Ti~R 4-

not coverage (i.e., signal strength) limited. This is because sig

nal attenuation depends on the distance from the transmitter,
so that SINn depends on the distance of the uscr I'rom Lhe serv
ing4~ cell site relative to the other interfering cell sites. So, jf we
increase transmission power of all cells similarly, both received
signal power and interference power increase proportionately
and the net improvement in SINIlis small. Correspondingly,
reducing the radius of all cell sites proportionately also has a
relatively small impact on SINH. distributiun.

Requirements and Traffic Characteristics
Exhibil4-Q shows our estimate of the maximum number
of subscribers in a FWA cell site for different spe<:lrum al
locations.'3 Tbis estimate includes the impact of directional
antennas in fixed ePE as discussed below.

As noted in the section on coverage, cell radii are chosen to

ensure that the signal quality is adequate for delivering 4 Mbps
downlink and 1 Mbps uplink. However, since spectrum is a
shared resource, we must ensure that the network is also capa
ble of providing suftlcient capacity to deliver these speeds. The
approach to sizing the number ofsuhscribcrs therefore is to
first characterize network usage using the Busy Hour Offered
Load (DEaL) metric; see Network Dimensioning for details.
We assume the BHOL per subscriber is 160 kbps. Then, we use
the performance of LTE networks to determine the maximum

number of subscribers per cell site for different spectruID al
locations such that users achieve the broadband-speed target
95% uf the time when the BHOL is 160 kbps.~'

Note that WE' achieve our target downlink data rate by
limiting the maximum subscribers per cell site, which can be

/·:xhibil ..H.I:

Coverage of

Unserved lloLlsing

Units by Cell Radius

3%

10% '.
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interpreted to be a limit on cell size. But we remarked earlier

that we cannot increase data rates by reducing cell size-a

seeming con tradiction. The resolution is that red llcing cell size
does not improv~ signal quality unless it results in a reduc~

tion in the number of subscribers per cell site. For eXi.llnple,

the user-experience in two cells with 100 subscribers each will

not be materially impacted if the cell radius of each is 1/2 km

instead of I km. Since the load on the network will not change

in either case, the utilhmtion is unchanged liS well.1fwe now
introduce two additional cells into this hypothetkal network,

such that each cell has 50 subscribers, then we will see an im
proved user experiel1ee because fewer subscribers ill each cell

will imply reduced load in each cell. That, in turn, will reduce
eaeh cell's utiliwtion and, thereby, improve signal quality and

end-user data rates.

So, we cannot prescribe a maximum cell radius to achieve a

target downlink data rate (because population density across
geographies is not uniform). But we can limit subscrihers per

celllo achieve target speeds.

Fixed CPE with directional antennas
Using fixed CPE with directional antennas l:an result in more
than a 75% improvement in spectral efficiency over ePE with
omni-direetional antennas.~:;More significant is the gain in

data rates at the cell edge. We illustrate this in Exhibit 4-R.
Specifically, the chart on the left shows the improvement in
SINH distribution in the cell site when the network has CPE

with directional antennas instead of ollmi antennas. 1'0)·

J<:Xhihit ~-P:
Methodologyfor
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lFirt.>less IVetwork$
to Providr? :lc1equate
Capacity

H:xhihit 1-Q:
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example, nearly 35% of users in a network with omni antennas

have a SINR of 0 dB.J.7 or worse. By contrast, less than 1% oflhe

users in a network with directional antennas have a SINHofO

dB or wor~e. The significant boo~t in signal quality is a result of

(a) improved signal reception with the higher antenna gain of

a directional antenna and (b) reduced interference due to the
increased interferem:c rejection possible with such antennas.

This improvement in SI~H directly translates to better data
rate:;. For example, if a [FE with an omnidirectional antenna
experiences a data rate of -3 Mbps, then a CPE with a direc

tional antenna will experience an average of·9 Mbps under

otherwise identical conditions.

Spectrum allocation
\Ve mentioned above that lower spectrum bands are better suit

ed for coverage. Higher frequency spectrum, on the other hand,

is bettcr suited for capacity by deploying :Multiple Input and

Multiple Output, commonly referred to as Ml:MO,48 solutions.

This is because smaller antennas can be used at higher frequen

cies and multiple antennas can be more easily integrated into
handsets constrained by form factor. As such, deployments

in these hands can have higher spectral efficiency. That is not

to ~ay that :MIMO <.:annot be deployed in the lower frequency
bands; rather, :MIMO solutions are more practical and cheaper

in the higher bands.
1n our model, we assume 2x2 MIMO,49 which is easily imple

mented in the 700MHz band in a FWA network.
The importance of spectnll11 towards ensuring a robust

mobile broadhand future has been discussed at length in the

Chapter 5 of the NBll. In this section, we discu!'s how spectrum

availability impacts subscriber capacity. For convenience, we

shall assume the propagation characteristic!' of the 700MHz

band for this discussion.

In Exhibit 4-Q, we saw that the <.:apacity of a network with

two paired 2xlOMHz carriers50 is twice that of a single 2xlOMHz
carrier. That should not be surprising. Interestingly, however,

the capacity with a single 2x20Mllz <.:arrier is 20% higher than
with two 2xlOMHz carriers.51 This is, in part, due to the better
statisticall11ultiplexing possible with the first option (using the
wider carrier). Most of these gains will also be achievable with

the second option once carrier/spectrum aggregation is intro
duced in the LTE standard.

Exhibit 4-S shows the spectrum needs in 2020 and 2030 for cov

erage cell sites in the unserved regions of the United States. Recall
that coverage cell sites provide adequate downlink and uplink

coverage (I.e .. -l Mhps/1 Mbps downlink/uplink speeds at the cell

edge); however, depending on the number of households within the

cell site, it may not have ~nough <.:apacity to meet the traffic needs.

For our baseline model. we assume that 2x20MHz of spec
trum is available per cell site. So, as the fi~ure shows, in 2020,

94% of the coverage cell sites will also have adequate capacity.
The remaining cells need techniques such as cell-splitting or

6-sector cell sites to increase capacityY" As the uptake continues
to increase, the spectrum needs will also increase, as shown by

the chart on the right.

This analysis is based on an average BllOL pcr subscriber of

160 kbps. Higher data usage than that will indeed increase spec
trum needs. Still, the analysis shows that spectrum needs are
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relatively modest, due to three reasons. First, we used a FWA
network, which has higher capacity than a mobile one. Second,

the POpuhllion density in the unserved regions is very low-less
than 10 HUs per square mile. Consequently, the number of sub
scribers per cell site and the traffic demand per cell site are abo
relatively modest. Finally, the uplink coverage requirement of
1 Mbps resulted in a much higher cell site density than would
otherwise be necessary, which furtherreduced the number of

subscribers per cell site.
We end this discussion on spectrum availability by con

trasting the difference in impact spectrum has on uplink and
downlink dimensioning:

> In order to achieve a target uplink lIser data rate, we limit
the maximum cell radius to ensure sufficient coverage.
And while propagation characteristics of the spectrum
band are important for our calculation of maximum cell
radius, spectrum availability has little impact-the uplink
signal received at the cell tower, not the availability of
spectrum, is the limiting factor.

> In the downlink, on the other hand, we are limited by cell
site capacity. We can either reduce the cell size to match
subscriber demand with capacity, or we can add spectrum
to the cell site, because more spectrum implies more
capacity. The first optiun is more expensive, because the

incremental cost of using additional spectrum at a cedi
site is smaller than the construction costs associated with
cell-splitting if spectrum is available.

Therefore, the overall impact 0 f ~pectrum availahili ty on
network buiJdoul depends on the evolu tiun of downlink and
uplink usage characteristics. Specifically, let us consider 1\\'0

extreme scenarios:

> Extreme upl 'nk usage: If uplink u~age were lo evolve
diwroportionately [aster than the downlink, then the

only way to dimension the network would be to re
duce the cell size. In doing so, we reduce the number
of subscribers per cell site. That, in turn, automatically
reduces the downlink capacity needs per cell site so

that spectrum plays a less critical role in the solution.
> Extreme downlink usage: If, on the other hand,

downlink usage evolves disproportionately fast

er than the uplink. then availability of spectrum
can significantly mitigate the need for additional
cell sites. That, in turn, significantly reduces the
cost of network capacity expansion.

Second-Mile Bockhoul
A key requirement of wi reless broadband networks is high
capacity backhaul, a need that will unly grow as end-user speed
and effective load grow. Today, even though 97.8%";: of the U.S.
population has 3G coverage, most cell sites are still copper fed.
For example, Yankee Group e~timates that more than 80% of

cell sites are copper fed. 5" Further, Sprint Nextel noted that
in its network, "must towers carry between one and th ree

Fxhi{'it +-S:

Speclrum NeedsJor
Cell Siles in 2020

and 2030, Based Oil

BHOL oJ160 kbps

More than 2x20 MHz

Spetlrum needs for cell sites, 202D
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DS-ls" and that "almost no towers have more than five DS
1s:'57 This is importnnt hecause copper facilities will have'
inadequate speeds for a well-subscribed 4G cell sile; so, with
out adequate upgrades, backhaul can quickly become the choke
point of the network e,ee Exhibit ~-T). Additionally, both fiber
<llld microwave avoid some of the reliability problems ofte'n
fOlilld in dealing with copper-based backhaul. Said differently,
dimensioning adequate backhaul is one of the key drivers for
providing wireless broadband. As shown in Exhibit 4*'1', for OHr
purposes we need backhaul capacity that can only be provided
by fiber and/or microwave.

In unserved areas, microwave point-to-point backhaul is a
potentially attractive alternative' to fiber for providing second
mile capacity at substantial cost savings relative to fiber. We
assume that microwave nllows high-capacity l'onnectivity at a
lower price by hypassing the need for a direct aerial or trench
based connection. For instance, n microwave link can provide
speeds of up to son Mbps O\'er a distance of 20 miles sH at a typi
cal equipment cost of roughly S50,000.:N

By contrm;t, costs of new fiber construction depend heavily
on the distance to an existinp; fibcr network and whether the
area has aerial plant available for connection. Costs can range
from approximately $U,nOn to S24,OnO per mile for aerial con
!'it ruction :.mu roughly $25,000 to $165,000 per mile for buried
l'onstruction.l>ll Many providers may prefer fiber regardless
of the cost, especially in denser areas, hecause of its ability to
provide higher capacity per link and its inherent reliability.

Overall, when compared with new fiber construction, and
even with leased Ethernet links, microwave links can have a

lower total cost for link distances greater than 1~2 miles.M

Ethernet over Copper (EoC) may also be part of the
4G-backhaul solution. We did not include Eoe in our
4G-backhaul calculations for several reasons: first, as noted
above, there is often a limited al110unt of copper available:
second, the quality of that copper over the multi-mile distances
in rural areas is unknown; nnd third, for new cell-site construc
tion, where there are no existing backhaul facilities, carriers
are likely to install fiber or rely on microwave.

Hybrid Fiber Microwave (HFM) bockhouf architecture
Since microwave can be a cost-effective substitute for fiber, a
Hybrid Fiber Microwave (HFM) backhaul architecture would
yield significant cost savings in wireless networks relative to an
all fiber network (see Exbibit 4~L). Specifically, as illustrated
in the exhibit, in an HFM architecture some cell foiites rely on
microwave for backhaul, and only few cell sites are tiber-fed.
The tiber-fed sites serve as backhaul -aggregation points" for
the remaining cell sites. These remaining sites connect to the
fiber-fed aggregation points using microwave links, sometimes
using more than one microwave hop. For example, Cell site 3 is
fiher fed, serving as an nMregation point for the backhnul needs
ofCeH sites 1 and 2. Further, Cell site 2 connects to Cell site:3
using one microwave hop, while Cell site 1connects using two
(via Cell site 2). Such HFM architectures are already being used
by wireless sCl'"Viee providers such as Clearwire. for exmnple.o2

Even though the microwave links now have reliability
comparable with theirwireline counterparts, an HFM network
that uses a Inrge number of hops can lead to concenlS about
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reliability. To see this, observe in Exhibit 4-U that the loss of
the microwave link between Cell sites 2 and 3 will also result in
the loss of backhaul connectivity for Cell site 1. If each of these
cell sites had a radius of 5 miles, then as much as 150 square
miles would lose coverage througb the loss of the single link.
Clearly, then, this cascading effect can become particularly
pronounced in a network that has a large number of hops. On
the other hand, the more hops, the greater the potential for
second-mile cost sHvings.

Our baseline model for F\VA uses an HFM architecture with
a maximum of four microwave hops.

In unserved areas, an UFl\-1 second-mile network architec
ture has cost advantages over a fiber-only network architecture.
Microwave backhaul has two additional benefits, especially to
service providers who do not already mtn fiber middle-mile
backhaul assets. First, microwave can often be deployed faster
than fiber. Second. in many territories, the owner of wired
hackhaul facilities could be a competitor in providing wireless
service. In such cases, microwave backhaul offers an effective
alternative to paying competitors for backhaul service.

However, microwave backhaul also has two significant limi~

tations. First, as noted earlier, microwave links have capacity
limitations and cannot be used for very high-speed backhaul
needs. Further, higher data rates require more spectrum. Since
therc is only a limited amount of spectrum available, carri-
ers can only have a limited number of high-speed microwave
links in a geographical area, Note that the NBP had a series of

recommendations related to improving point-to-point back
haul solutions in Chapter 5.

The second limitation is a requirement for line of sight
from one microwave tower to the next. In hilly or mountainous
terrain, this may mean that a provider needs to add additional
microwave relays even beyond the reduction in cell size de
scribed above, adding to costs. It may be the case that the samc
terrain issues drive up fiber costs as well, perhaps even more
quickly, so this will not necessarily tip the balance toward fiber.
But it will likely drive up backhaul costs overall. Further, in
some cases the tower may need structur<ll reinforcements to
support a microwave antenna, which will drive up the cost of
microwave installation.

So, even though an HFM. architecture has significant cost
advantages, fiber is expected to be the primary backhaul choice
for service providers because it offers a scalable, future-proof
backhaul solution.

Finally, a fiher·only arcbitecture has one significant stra
tegic advantage. As broadband needs continue to grow, fiber
emerges as the only last-mile technology capable of meeting ul
tra high-speed needs. So, any solution that brings fiber closer to
the home by pushing it deeper into the network puts into place
an infrastructure that has long-term strategic benefits. On bal
ance, therefore, wc need to weigh this strategic bencfit against
the higber associated cost to evaluate the value of a fiber-only
architecture over an HFM architecture.
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Etonoml<s of a Wireless Network
Exhibit 4-V shows the network elements lhat we modeled

[or FWA network cost analysis (see also Exhibil4-A above).
Specifkally, in the last mile-the link from the cell site to the

end-user-we mode! installation and operations costs, as ap

propriate, for the tower infrastructure, Radio Access Network
(RAN) and other ullciliaryl':.L equipment. We also account for

the cost of the eml-uscr CPE. In the second milt:', which is the

backhaul connection from the cell site to the second point of
aggregation in the exhibit, we model the costs of installing mi

crowave equipment and nt'w fiber, as needed; see the Section

on Middle Mile for details on backhaul network architecture.
Our network model, as shown in Exhibit 4~V, :ihow~ that the

Investment Gap when using FWA network~ in the 700 MHz

hand for providing broadband to the unserved population in the

Cnitcd States is $12.9 billion (Exhibit 4-W). This funding gap

is for the wireless huildout only and is not driven by the ~ccond

least-expcnsive of a mix of technologies. For more details 011

our overall network modeling assumptions and principles, see

Creating the Base-case Scenario and Output above.

Dependence on terrain type
Hecall that for our network model, we classify terrain into
four types, choosing a different maximum cell radius for

each. Exhibit 4-X shows the average investment (Le. capex)
per housing unit (liU) and Investment Gap per liU based

on the underlying cell radius required. The smaller cell radii

correspond to counties that are mountainous/hilly.

The exhibit shows that the cost of serving: HUs in hilly
lerrain can be as much as:W times higher on average than in

nailer areas. This is in part due to the fact that smaller cell radii

in hilly terr.. in mean that we need more cell sites, thereby driv
ing: up the cost; <Ind. in part due to the fact that lIU density is
also lower in hilly areas. 64

Our classification of terrain in Exhibit 4-K is based on a
statistical analysis of terrain variation data. It is likely that

in some instances our method will misdassify a census tract

(CT). The only way to g:et an extremely accurate estimate of
cell radius is to actually do a HF propagation analysis for each

CT using tools such as those provided by EDX Wireless. That is
extremely time-consuming and expensive. To range the impact

ofmisclassification, we Inalyze the sensitivity ofhuildout costs

and the investment gap to our terrain classification parameters.

Exhihit 4-Y illustrates the results from our sensitivity analysis.
In addition to the FWA huildout co~ts and the FWA invest-

ment gap, we also show the overall investment g:ap for bringing

broadband to the unserved using a mix of technologies. Note that
the impact on the ovrrall investment gap is less than 10%. This
is becau!:'e the overall inve!:.tment p;ap is driven by the second
least-expensive technology. More specifically, we find that the

percentage of unserved}IUs served by wireless drops from 89.9%

in the baseline to 89.l%with the "very mountainous" classification
in parameter C. thus explaining the relatively small impact terrain

classification has on the overall investment gap.
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Dependence on downlink capacity
Since LTE IS not commercially deployed yet, it is conceivable
thaI actual downlink spectral efficiency and, consequently, sub
scriber capacity differ from that simul<:lted. So, we analYl'.:e the
dependence of wireless buildout costs and the investment gap
to our subsCriber CHp<lcity estimates <lS shown in Exhibit 4~Z.
\Ve note that the impact on costs <lS well as Investment Gap is

negligible. Consequently, the impact on the overall Investment
Gap-as determined by the cost of the second least-expensive
network-is also small (not shown in chart).

Dependence on spectrum
Our baseline model assumes a network deployment in the 700
MHz band. If, instead, V·le deploy the network in the PCS band, the
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total cost ofthe FW deployment in counties with negative ~PV is
%% greater. Further, the FW investment gap is 90% more. Note
that this is a comparison of the FW investment gap only and not
that of the overall investment gap. For this analysis, we use the fol
lowing maximum cell radius for each of the four terrain types.o:;

Terrain classification Maximum cell radius (miles)

Flat 5

Rolling hills 3

Hilly and Mountainous 2

j';xhihit4-L

Sensitivity ofInvestment
Gap to Terrain
Classification-Change
in Costs and Investment
Gap by Changing
Terrain ClaSSification 66

. Parameter set A: "More flat"

• Baseline

Parameter set B: "More mountainous"

Parameter set C: "Very mountainous"

FWA Cost

(in billions of USD, present value)

FWA Investment Gap Overall Investment Gap

Terrain type Classification parameters based on Standard Deviation of elevation of CTs

Baseline Parameter set A Parameter set B Parameter set C

Flat ,,20 s 25 s20 s 20

Rolling hills 20 to 125 25 to 125 20 to 125 20 to 125

Hilly 125to 350 125 to 350 125 to 300 125 to 250

Mountainous ;" 350 ",350 ;,,300 ;,,250

Cost and gap shown for counties that have a negative NPV. The baseline classificaflon i. based on parametets in Exhibit4-K. The remain'lng
parameter sels alter the classilication of flat and hilly terrains,'s shown below. We highlight the changes in the parameters from the
baseline for convenience.
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